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Graphs are used everywhere to represent interactions between
entities, whether physical such as atoms, molecules, or people, or
more abstract such as cities, friendships, ideas, etc. Amongst all the
methods of machine learning that can be used, the recent advances
in deep learning have made graph neural networks the de facto
standard for graph representation learning. This talk can be divided
in two parts. First, we review the theoretical underpinnings of the
most powerful graph neural networks. Second, we explore the
challenges faced by the existing models when training on real world
graph data.
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